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Abstract: This research paper looks at a dataset of statistics of 235 NBA players from the 2020-

2021 season to attempt to predict their salaries. Previous studies have asked this same question 

and have found statistics such as games played, field-goal percentage, etc. to have the highest 

impact. The goal for this research paper is to build a model that can accurately predict NBA 

salaries from the chosen statistics and decide which ones have the highest impact. The analysis 

will include summary statistics, a correlation matrix, a VIF table, and a regression analysis. The 

findings from this study reveal that age and steals are the two most impactful on the salaries 

collected. These findings are similar, but not the same to other studies so further research is 

highly encouraged.  



Introduction: 

In this research paper, I will be walking you through my regression project. This project 

will be asking the question: Can NBA player’s salaries be predicted from statistics? This 

question is very interesting because the NBA is a competitive market, and player empowerment 

picked up steam in the 2010s. This means that players now, more than ever, realize their true 

value on a market. It is now socially and professionally acceptable to leave the team that drafted 

you because another team is offering you more money. This being said, I think that a regression 

analysis will be able to predict variation in salaries because the NBA is an analytics driven 

league. I had to pick out the variables that will be used in order to create the perfect regression. I 

decided to use the following variables initially: points, personal fouls, turnovers, blocks, steals, 

assists, total rebounds, offensive rebounds, free-throw percentage, two-point percentage, three-

point percentage, field goal percentage, minutes played, and age. These will be used to predict 

salary (in millions). The semi-log functional form is used for this analysis. The majority of the 

variables are fine as linear, but age should use the natural log form. This is because as an NBA 

player increases in age up to his prime, salary should increase. However, after a player’s prime 

we should see diminishing returns on salary. To accomplish this, I generated a new variable 

called lnage which will replace the age variable in my regression.  

Overview of Literature: 

 There have been previous studies looking at the same question. For example, “NBA 

Player Salaries Prediction with Linear Regression” attempts to predict salary from 9 variables 

including age, blocks, three-pointers made, rebounds, free-throw percentage, games played, 

games started, steals, and minutes. This regression had an adjusted r-squared of 0.674 and the F-

statistic reveals that the model is statistically significant. This study concludes that free-throw 

percentage and games played had the strongest effects on NBA players’ salaries (Annieshieh). 

The next study reviewed was “Predicting NBA Salaries from the 2019 Offseason using Various 

NBA Statistics”. This research paper attempts to predict the square root of salary from 4 

variables including points, rebounds, assists, and turnovers. This model had an r-squared of 

0.9728 and was significant at the one percent level. This regression found that assists and 

turnovers had the most impact on salaries of NBA players (Baum). The last regression project 

evaluated was “Determinants of NBA Player Salaries”. This study attempted to predict salary 



from nine variables including field-goal percentage, three-point percentage, free-throw 

percentage, rebounds, assists, steals, blocks, fouls, and points per game. This regression had an 

adjusted r-squared of 0.613 and found that field goal percentage and points per game had the 

biggest impact on salaries of NBA players (Lyons).  

Description of my Model: 

 In this model, I am estimating the signs of the coefficients of points, blocks, steals, 

assists, total rebounds, offensive rebounds, free-throw percentage, two-point percentage, three-

point percentage, field-goal percentage, minutes played, and age to be positive. On the other 

hand, I expect the coefficients of personal fouls and turnovers to be negative. I predict points and 

assists to have the highest impact on salary as I feel that these stats are highly coveted by NBA 

teams. All of the variables will be linear other than age which will be a natural log to account for 

diminishing returns on salary. The ideal set of variables for this problem will include statistics 

accounting for offense (points, field-goal percentage, etc.), defense (steals, blocks, etc.), and 

miscellaneous stats that account for usage/longevity (minutes played, age, etc.). Points, blocks, 

steals, assists, total rebounds, offensive rebounds, and minutes played will be the number per 

game. Free-throw percentage, two-point percentage, three-point percentage, field-goal 

percentage will be the percentage of the time that a player makes a certain type of shot. Lastly, 

age will be the natural log of number of years a player has been alive to compress the scale.  

Description of my Data: 

 The data for this analysis was collected from basketballreference.com. This site is an 

extremely reliable source for up-to-data NBA statistics. All the variables listed above were 

collected for 235 NBA players who played more than ten minutes per game in the 2020-2021 

season. This cutoff was chosen because this gives a broad range between superstar players 

making thirty-plus million and other players that are on minimum contracts. There was no 

dataset available with these specific NBA players’ salaries, so I manually copied and pasted 

them from their player page to my Stata dataset. This dataset will do a good job at helping 

estimate my model. There are a couple of features that could introduce simultaneity bias or 

multicollinearity. For example, total rebounds and offensive rebounds are connected to each 

other as if you get another offensive rebound, your total rebounds will increase. The same can be 



said for two-point percentage, three-point percentage, and field-goal percentage. If two-point or 

three-point percentage increase, field-goal percentage will do the same.  

Table 1: Summary Statistics 

 

 Some interesting features of this dataset include that the average salary (in millions) is 

9.33 with a standard deviation of 9.55. The maximum salary was 43.01 and the minimum was 

0.358. This illustrates that this variable is highly skewed right. This means that there are many 

more salaries that are respectively low than there are high salaries (such as 43.01). Many of our 

variable have the same skewedness such as points, turnovers, blocks, assists, and offensive 

rebounds. On the other hand, free-throw percentage is skewed left with most players being fairly 

good free throw shooters. Lastly, the data shows that somehow, a player in our sample shot 100 

percent from three-point distance. This can be seen as an outlier as this is near impossible to do 

on high volume. This player is Drew Eubanks, and the second highest three-point percentage was 

47.5 percent from Joe Harris. Drew Eubanks only shot two three-pointers all season and 

happened to hit both illustrating a small sample size (“2020-21 NBA Player Stats”).  

 



Results and Analysis: 

 Before I run the regression on my model, I need to deal with the simultaneity bias or 

multicollinearity. I accomplished this by running a correlation matrix.  

Table 2: Correlation Matrix 

 

 We know that a high correlation typically leads to problems so we will be using a 

threshold of 0.8 as too high. Immediately when looking at this matrix, I see that offensive 

rebounds’ correlation to total rebounds is too high at 0.8192. When looking deeper, I see that 

two-point percentage is highly correlated with field-goal percentage with a measure of 0.8440. 

Interestingly, assists and turnovers have a correlation of 0.8367 and points and minutes played 

have one of 0.8261. In order to further investigate this issue, I will examine the variance inflation 

factor (VIF). Typically, the closer to 10+ you get, the more problematic a variable can be seen. I 

have also read that some people consider a VIF of 5 to be moderately problematic (Choueiry).  



Table 3: VIF Table 

 

 All of our variables have a VIF of less than 10 so I will be observing all the ones that had 

a problem with correlation: offensive rebounds, total rebounds, two-point percentage, field-goal 

percentage, assists, and turnovers. When looking at these, one can see respective VIFs of 6.4, 

5.94, 3.89, 5.86, 6.51, 8.92. To find a remedy, redundant variables are further evaluated. Two-

point percentage, three-point percentage, and field-goal percentage are redundant as two- and 

three-point percentage helps calculate field-goal percentage. To solve this, field-goal percentage 

will be omitted from my regression. Assists and turnovers are redundant as well because if you 

have high assists (passes to a made shot), you typically have the ball in your hands a lot. This 

will lead to more turnovers. The same can be said for offensive and total rebounds because if you 

get an offensive rebound, your total rebounds will increase. Turnovers and offensive rebounds 

will be excluded from my regression to combat these issues. Now that I have finalized my list of 

variables, it is time to run the actual regression. 



Table 4: Regression Analysis 

 

𝑠𝑎𝑙𝑎𝑟𝑦𝑀𝑖𝑙 =  −69.068 + 0.769(𝑝𝑡𝑠) − 0.618(𝑝𝑓) + 0.318(𝑏𝑙𝑘) + 3.466(𝑠𝑡𝑙) + 0.760(𝑎𝑠𝑡)

+ 0.624(𝑡𝑟𝑏) − 0.146(𝑓𝑡𝑝𝑒𝑟𝑐𝑒𝑛𝑡) − 4.061(𝑡𝑤𝑜𝑝𝑒𝑟𝑐𝑒𝑛𝑡)

− 5.642(𝑡ℎ𝑟𝑒𝑒𝑝𝑒𝑟𝑐𝑒𝑛𝑡) − 0.080(𝑚𝑝) + 21.124(𝑙𝑛𝑎𝑔𝑒) 

 Looking at the F-statistic, one can see that this model passes the hypothesis test and is 

statistically significant. Five of the variables pass the t-test and are statistically significant. 

Unfortunately, personal fouls, blocks, free-throw percentage, two-point percentage, three-point 

percentage, and minutes played failed the t-test and are problematic. The adjusted r-squared of 

this model is 0.6204 meaning that it can account for 62.04 percent of variation in salary (in 

millions) from these variables. The coefficients reveal that the five most impactful statistics on 

salary (listed most impactful to least) include age, steals, two-point percentage, three-point 

percentage, and points. The coefficients of two- and three-point percentage are misleading 

however, since the results are listed as a decimal.  

Summary and Conclusion: 

 To summarize, the question this research paper is attempting to answer is can NBA 

players’ salaries be predicted from various statistics. This question is very interesting because the 



NBA is often referred to as an analytics driven league and I feel that there must be some sort of 

data analysis when offering players contracts. To answer this question, I used a semi-log 

regression of eleven variables that are considered important to predict salary (in millions). The 

results of this regression show that as a whole, the model was statistically significant at the 0.05 

level. Five of the eleven variables were statistically significant according to a t-test at the same 

significance level. The model concluded that the five most impactful statistics on salary include 

age, steals, two-point percentage, three-point percentage, and points. While there are some 

commonalities between my findings and those of other literature, they are not all the same or 

even similar in some cases. The key takeaway from this is that the statistics that are most 

impactful on salary varies from dataset to dataset. Further research is needed to conclude what 

the most impactful statistics on NBA player’s salaries are. However, the answer to the title of 

this project is yes – to an extent. Data can be extremely helpful at estimating salaries of NBA 

players, but this estimate is not completely reliable.  
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